Comparison of five modelling techniques to predict the spatial distribution and abundance of seabirds
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Abstract

Knowledge about the spatial distribution of seabirds at sea is important for conservation. During marine conservation planning, logistical constraints preclude seabird surveys covering the complete area of interest and spatial distribution of seabirds is frequently inferred from predictive statistical models. Increasingly complex models are available to relate the distribution and abundance of pelagic seabirds to environmental variables, but a comparison of their usefulness for delineating protected areas for seabirds is lacking. Here we compare the performance of five modelling techniques (generalised linear models, generalised additive models, Random Forest, boosted regression trees, and maximum entropy) to predict the distribution of Balearic Shearwaters (Puffinus mauretanicus) along the coast of the western Iberian Peninsula. We used ship transect data from 2004 to 2009 and 13 environmental variables to predict occurrence and density, and evaluated predictive performance of all models using spatially segregated test data. Predicted distribution varied among the different models, although predictive performance varied little. An ensemble prediction that combined results from all five techniques was robust and confirmed the existence of marine Important Bird Areas for Balearic Shearwaters in Portugal and Spain. Our predictions suggested additional areas that would be of high priority for conservation and could be proposed as protected areas. Abundance data were extremely difficult to predict, and none of the five modelling techniques provided a reliable prediction of spatial patterns. We advocate the use of ensemble modelling that combines the output of several methods to predict the spatial distribution of seabirds, and use these predictions to target separate surveys assessing the abundance of seabirds in areas of regular use.

© 2011 Elsevier Ltd. All rights reserved.

1. Introduction

Marine biodiversity is under increasing human pressure and many species of marine vertebrates have declined over the past decades (Halpern et al., 2008). The decline of many seabird species is directly linked to high mortality at sea due to fisheries bycatch (Croxall and Rothery, 1991; Oro et al., 2004; Weimerskirch, 2002). Reducing mortality of seabirds and other marine biodiversity may be achieved by the designation and enforcement of marine protected areas (Game et al., 2009).

Identifying marine areas that are suitable for protection to benefit seabirds requires a thorough understanding of the spatial distribution of seabirds at sea (Louzao et al., 2006a; Lovvorn et al., 2009; Piatt et al., 2006). During the breeding season all seabirds are central place foragers, and the location of important foraging areas at sea are influenced by different factors such as prey availability, foraging ranges and colony sizes of each species (Grecian et al., 2012; Huettmann and Diamond, 2001; Thaxter et al., 2012). Outside the breeding season, however, many species roam widely or migrate long distances, and use distinct areas for stopover (Guilford et al., 2009). Because these foraging areas along migratory routes are equally important for the conservation of seabirds, the identification and protection of those areas is a key priority for seabird conservation (BirdLife International, 2010b; Oppel et al., 2009; Piatt et al., 2006).

Determining the spatial distribution of seabirds during the non-breeding period is difficult because logistical constraints generally...
limit surveys to subsets of the area of interest. The increasing availability of large-scale remote sensing data, which can be used as environmental predictor variables, makes it possible to use statistical models to predict species distributions over large areas (Elith and Leathwick, 2009; Tremblay et al., 2009). Several statistical modelling techniques have been used to predict the occurrence and abundance of seabirds at sea (Huettmann and Diamond, 2006; Louzao et al., 2009; Nur et al., 2011; Tremblay et al., 2009; Yen et al., 2004). Currently, however, it is not clear how modelling methods differ in their ability to predict species distributions (Elith and Graham, 2009), and which approaches yield the most reliable predictions for seabirds.

The number and complexity of modelling techniques used to predict species distributions has increased substantially over the past decades (Hegel et al., 2010), and several comparisons of model performance have been carried out for terrestrial species (e.g., Elith and Graham, 2009; Elith et al., 2006; Segurado and Araújo, 2004). In contrast, the marine environment is less studied and more challenging given its dynamic nature (Ready et al., 2010; Robinson et al., 2011; Wakefield et al., 2009). Furthermore, seabirds are highly mobile species, and their presence at certain locations varies temporally depending on whether an area is used during the breeding season, as a migration stopover, or as moultnrefuge (Tremblay et al., 2009). A comparison of the performance of different models that predict distributions and abundances of seabirds based on shipboard survey data has to our knowledge only been explored for one coastal species (Yen et al., 2004), yet the burgeoning interest in the identification of pelagic marine protected areas warrants a comparison of newer distribution modelling techniques.

Here we compare the performance of five modelling techniques to predict the occurrence and abundance of a migratory seabird species outside of the breeding season. The Balearic Shearwater (Puffinus mauretanicus) is a critically endangered species that breeds only at the Balearic archipelago in the western Mediterranean, and migrates to the North-East Atlantic after the breeding season (Brooke, 2004). The species suffers from high adult mortality at sea (Oro et al., 2004), and most research efforts have focused on understanding foraging ecology and distribution during the breeding season in the Mediterranean (Bartumeus et al., 2010; Louzao et al., 2006a, 2006b). Marine protected areas are needed for Balearic Shearwaters throughout its range, and although both Spain and Portugal have delineated marine important bird areas (IBAs, Arcos et al., 2009; Ramírez et al., 2008), most of these areas were still not legally protected as of October 2011 (BirdLife International, 2010a).

Our model comparison aims to inform seabird conservation managers about the performance of modelling techniques that can be used to predict the spatial distribution and abundance of seabirds for the identification of marine IBAs or protected areas. We tested model predictions against independent data and compared predicted distributions with the locations of existing marine IBAs to evaluate whether our model results agree with IBAs that were identified with a variety of different methods (Ramírez et al., 2008). Thus, we provide information on which modelling techniques are useful for seabirds, and identify areas that may warrant protection to benefit the Balearic Shearwater.

2. Methods

2.1. Data collection

Between December 2004 and April 2009, we conducted shipboard surveys off the coast of Portugal and western Andalusia (Spain) between 36°N and 42°N, and 6°W and 10°W, covering an area of 3497 km² (Fig. 1). Survey effort was carried out between March and November each year, with fewer surveys from December through February. A total of 1590 h of observations provided data for our analysis, and 84% of the survey effort was in Portuguese waters, 26% in Spanish waters.

We used standard European Seabirds at Sea protocols for data collection (Camphuysen and Garthe, 2004; Tasker et al., 1984) on board four similar research vessels. All seabirds in contact with water within 300 m of the survey transect were counted on one side of the ship. All flying seabirds were counted using the ‘snapshot method’, and bird observations were summed over 5 min periods. Based on recorded vessel speed and the nominal width of the survey transect we then calculated the area surveyed (km²), and density of birds as the total number of observed birds divided by the area covered (birds km⁻²).

2.2. Data processing and exploratory analysis

We first binned all observation data into a spatial grid with cell size 4 x 4 km to match the spatial resolution of remotely sensed environmental data. For each grid cell, we added the number of observed shearwaters during each season and year, and divided this number by the total area surveyed in this cell (hereafter ‘effort’). We were not able to correct density estimates for detectability, as >70% of birds were recorded in flight without an estimated distance to the transect line. Because it is likely that detectability varied as a function of environmental conditions (e.g., sea state, cloud cover), our data provide an index of density rather than a robust estimate of absolute density. Although we recognise that detection of seabirds is imperfect (Ronconi and Burger, 2009), our objective was to evaluate a suite of modelling techniques, all of which used the same data set and therefore suffered from equal bias due to incomplete detection. Every grid cell that had a calculated density <0 received an additional binary detection/non-detection value of ‘1’ (hereafter referred to as ‘presence’), whereas grid cells that were surveyed, but where no Balearic Shearwaters were observed were coded as ‘0’ (hereafter referred to as ‘absence’).

We defined ‘seasons’ based on the known phenology of Balearic Shearwaters in the North-East Atlantic (Mouríño et al., 2003; Ruiz and Martí, 2004; Yésou, 2003), and phenological data collected during this project (Ramírez et al., 2008). Balearic Shearwaters breed from late February to late June, and migrate west out of the Mediterranean and then north in the Atlantic between May and July. They moul in the Northeast Atlantic from June to August, and migrate back to the Mediterranean between September and December (Arcos et al., 2009; Mouríño et al., 2003; Yésou, 2003). We therefore considered three seasons: ‘spring’ (January through April, representing mostly non-breeding birds), ‘summer’ (May through August, corresponding to northward migration and moul), and ‘autumn’ (September through December, corresponding to southward migration).

Spatial autocorrelation is frequently encountered in ecological data, and not properly accounting for spatial correlation can influence the statistical inference of species distribution models (Dormann, 2007; Dormann et al., 2007; Lichstein et al., 2002). We explored whether there was spatial autocorrelation in Balearic Shearwater distribution and density by calculating Moran’s I (Moran, 1950) and Geary’s C (Geary, 1954) for the 50 nearest neighbouring grid cells using the functions ‘moran.test’ and ‘geary.test’, respectively, in the R-package ‘spdep’. Moran’s I ranges from −1 (perfect dispersion) to +1 (perfect correlation), with values around zero indicative of a random spatial pattern. Geary’s C ranges from 0 to 2, with values < 1 indicative of positive spatial autocorrelation. We found little evidence for spatial autocorrelation in both the distribution (Moran’s I = 0.07 ± 0.05 standard deviation; Geary’s
C = 0.92 ± 0.05 s.d.) and the density (Moran’s I = 0.02 ± 0.09 s.d.; Geary’s C = 0.98 ± 0.05 s.d.) of Balearic Shearwaters at the spatial scale of our grid cells (16 km²). Hence, we did not specifically incorporate measures to account for spatial autocorrelation in our models, but note that methods to incorporate spatial autocorrelation have recently become available (Hothorn et al., 2011). Our models used latitude and longitude as predictor variables and therefore implicitly included some spatial structure.

2.3. Environmental data

To model Balearic Shearwater occurrence and density, we used 13 environmental variables (Table S1) that are either known, or suspected, to be correlated with seabird distribution and abundance (Louzao et al., 2006a; Tremblay et al., 2009; Wakefield et al., 2009). Physical variables (distance to coast, mean bathymetry, and bathymetry gradient) were extracted from global bathymetric data (www.ngdc.noaa.gov/mgg/gdas/gd_designagrid.html?dbase =GRDET2) using the cell value nearest to the centroid of each grid cell and were considered invariant throughout the period of our study. Dynamic oceanographic data (sea surface temperature, SST; chlorophyll a concentration, CHL; and sea surface height, SSH) were extracted as monthly averages from Aqua MODIS and Pathfinder AVHRR satellite imagery via NOAA’s BloomWatch data portal (http://coastwatch.pfeg.noaa.gov/coastwatch/CWBrowserWW360.jsp), and varied among seasons and years in our study (Table S2).
Composite front metrics (density of ocean fronts, and mean distance to nearest major ocean front) were derived from AVHRR satellite imagery (Miller, 2009).

Seabird distribution is sometimes uncoupled from current oceanographic conditions measured by variables such as SST and CHL due to time lags between variables that can be measured and the factors (e.g. food availability) that actually attract seabirds (Wakefield et al., 2009). To account for these productivity time lags we integrated SST, CHL, and SSH over a period of three months prior to each season (Louzao et al., 2009; Table S1). We also included the temporal change in SST and CHL as predictor variables, calculated as (maximum SST – minimum SST) * 100/maximum SST, with maximum being the highest and minimum the lowest monthly mean SST value in each season. To account for annual anomalies, we included the SST anomaly for each season, calculated as the difference between the average value for a given season and year and the average for that season over a 20-year period in that grid cell. Because seabirds may respond to spatial gradients of oceanographic variables (Louzao et al., 2006a; Tremblay et al., 2009; Wakefield et al., 2009), we also calculated spatial SST and CHL gradients as (maximum value – minimum value) * 100/maximum value, with maximum being the highest and minimum the lowest seasonal mean SST or CHL value over a moving 5 x 5 grid cell window, thus representing 400 km². This spatial scale was chosen because it provided an excellent fit to observed fronts in the Mediterranean in surveys for Balearic Shearwaters during the breeding season (Louzao et al., 2009; Louzao et al., 2006a). Finally, we used the SSH deviation and composite metrics of ocean fronts in each season as indicators of mesoscale structures that mix additional nutrients up into the surface layer. These structures can sustain higher phytoplankton and zooplankton productivity than surrounding water, and can provide foraging opportunities for seabirds. We did not aim to explore the functional relationships between Balearic Shearwater distribution and environmental variables, but this information is presented in the online supplement (Figs. S1–S17).

2.4. Model construction

For marine IBAs, identification criteria depend not only on the presence, but also on the abundance of birds in an area (BirdLife International, 2010b). Hence, useful models must predict both occurrence and abundance. Because of the high mobility of seabirds and imperfect detection at sea, shipboard survey data generally have highly skewed distributions with frequent non-detections (zeros). Such data are difficult to incorporate into standard parametric models (Martin et al., 2005; Silesi et al., 2009; Warton, 2005). An efficient way to overcome these difficulties is to fit models in a hierarchical fashion (e.g., a ‘hurdle model’), including a component that estimates the occurrence probability, and a subsequent component that estimates the number of individuals given that the species is present (Millar, 2009; Potts and Elith, 2006; Wenger and Freeman, 2008). We adopted that strategy by constructing two separate sets of models, one to predict the presence of Balearic Shearwaters, and one to predict the density of Balearic Shearwaters given their presence in an area. For comparison, we also included a zero-inflated modelling approach to estimate density, which accounts for the large number of non-detections by incorporating the two components described above into one framework (Martin et al., 2005; Potts and Elith, 2006; Warton, 2005).

For the occurrence models, we compared five different modelling techniques (for detailed information comparing these methods see Elith et al., 2006; Hegel et al., 2010; Prasad et al., 2006), generalised linear models (GLM; McCullagh and Nelder, 1989), generalised additive models (GAM; Hastie et al., 2001; Wood and Augustin, 2002), and three machine-learning approaches: Random Forest (RF; Breiman, 2001; Cutler et al., 2007), boosted regression trees (BRT; Elith et al., 2008; Friedman, 2002), and maximum entropy (Maxent; Elith et al., 2011; Phillips et al., 2006; Phillips and Dudík, 2008). All models were constructed in R 2.13.0 with the packages ‘mgcv’, ‘gbm’, ‘randomForest’, and ‘dismo’ interfaced with the stand-alone MaxEnt program v. 3.3.3e (http://www.cs.princeton.edu/~schapire/maxent/). Maximum entropy is a presence-only modelling approach that uses background samples of the environment rather than absence locations to estimate environmental relationships. We only used those grid cells that were surveyed in a given season and year as background data to facilitate a valid comparison with other models (Elith et al., 2011). Model specifications and software code used to construct the models are available in an online supplement (Appendix S2).

We also estimated probability of presence based on an ensemble of all models, as such predictions are often more robust than predictions derived from a single model (Araújo and New, 2007; Marmion et al., 2009; Thriller et al., 2009). Ensemble predictions were calculated as weighted averages of single-model predictions, with weights assigned to each modelling technique based on its discriminatory power as measured by the area under the receiver-operated characteristic curve (Appendix S2; Araújo and New, 2007; Marmion et al., 2009; Thriller et al., 2009).

For the density model, we used the same modelling techniques as for presence, except for maximum entropy, which is currently not available for modelling non-binary response data. We used the Poisson distribution for the parametric models (the GLM density model, the GAM density model, and the zero-inflated GLM model), because it resulted in better predictions than the negative binomial distribution. Ensemble predictions of density were calculated as above for distribution models, but weighting of models was based on the Pearson correlation coefficient as an indicator. To avoid the influence of extreme observations, we excluded one outlying record of 702 Balearic Shearwaters in a grid cell.

We included all environmental predictor variables in each of the modelling approaches. Because inclusion of a large number of variables may lead to over fitting in parametric models, we reduced GLM complexity by sequentially eliminating variables from a full model with all predictors until a minimum AIC was reached. In GAMs, we used the automatic term selection procedure which imposes a penalty to smooth functions and can thus effectively remove terms from the model (Wood and Augustin, 2002). Machine learning approaches are generally robust to the inclusion of a large number of correlated variables (Archer and Kimes, 2008), and we therefore did not reduce the number of variables in these models. To predict the distribution and density for each season and year, we included ‘season’ and ‘year’ as factor variables in each model. In addition, we included latitude and longitude in all models, and the survey effort (in km²) per grid cell in all density models.

2.5. Model evaluation and calibration

We divided the survey data into training and test data by setting aside approximately 30% of the surveyed area for spatial evaluation of the models (Araújo and Guisan, 2006; Austin, 2007). All areas north of 39.7°N and south of 38°N were used to construct models (training data), whereas the data in the intermediate sector were used to evaluate the predictive performance of the models (test data, shaded grey in Fig. 1). This division provided sufficient presence data for all seasons in each of the three sectors (>20 grid cells each), and thus allowed for robust model testing. We assessed the performance of distribution models based on the accuracy of predictions for both the training and the independent test data, and report the area under the receiver-operating characteristic curve (AUC) as discrimination performance criteria. AUC ranges from 0 to 1, with values below 0.6 indicating a performance no better than random, values between 0.7–0.9 considered as useful, and values >0.9 as...
excellent. All model evaluation statistics were calculated using the package ‘PresenceAbsence’ in R 2.11.1 (Appendix S2).

Spatial distribution models need to be well calibrated to be useful for predicting beyond the original spatial extent of input observations (Phillips and Elith, 2010; Reineking and Schröder, 2006). In addition to discrimination, which measures a model’s ability to discriminate between presence and absence locations, calibration measures how well the frequency of observations in test data agrees with predicted probabilities of occurrence. To test calibration we used a linear regression of the relative frequency of observed presences over ten bins of predicted probabilities of presence implemented in a binned calibration plot using a custom-made function in R (Phillips and Elith, 2010; Appendix S2). The slope and the intercept of this regression indicate the calibration and the bias of the model, respectively (Phillips and Elith, 2010). In addition, we calculated the point biserial correlation between predicted and observed values, which is sensitive to both discrimination and calibration. For density models, we used the Pearson correlation coefficient and the slope and intercept of a major axis regression of observed over predicted values to evaluate the bias and consistency of model predictions (Pineiro et al., 2008; Potts and Elith, 2006).

2.6. Identification of priority areas for conservation of Balearic Shearwaters

To identify priority areas for conservation of Balearic Shearwaters along the W Iberian coast, we used our predicted probabilities of occurrence and the spatial prioritization algorithm ‘Zonation’ (Moilanen, 2007; Moilanen et al., 2005), which has been used successfully in large-scale marine applications (Leathwick et al., 2008). The ‘Zonation’ algorithm ranks areas according to their priority for conservation and is thus ideally suited for conservation planning. The ranking is achieved by sequentially removing grid cells from the study area that have low predicted probabilities of occurrence, and thus the lowest conservation value. The sequential removal also considers proximity of cells to areas of high conservation priority and thus results in a spatially constrained set of priority areas most relevant for conservation (Moilanen, 2007; Moilanen et al., 2005). The approach is designed for the use with multiple species, and marine reserve designation generally requires consideration of multiple species (Ainley et al., 2009; Nur et al., 2011). Here, we only had predicted probabilities of distribution for one species, but we used the predicted distribution in each of our 15 periods (three seasons in each of 5 years) analogous to identifying priority areas for multiple species.

We used a simple core-area prioritization in Zonation 2.0 to guarantee the retention of high-quality areas identified in any particular season. We ran the algorithm without boundary quality penalties and a boundary length penalty of 0.1 to retain fewer contiguous areas rather than many small dissociated cells which would be impractical to designate as protected areas. We then compared the most important 10% of the study area retained by the prioritisation algorithm to existing IBAs in Portugal (Ramírez et al., 2008) and Spain (Arcos et al., 2009). The IBAs in Portugal were delineated based on a subset of the data used here, whereas the IBAs in Spain were delineated based on independent data and thus provided a test of the performance of our models.

3. Results

3.1. At-sea surveys

We observed 5737 Balearic Shearwaters in 8174 grid cells that were surveyed over the 5 years of study (Fig. 1). On average, 0.7 (±9.8 s.d.) individuals were recorded per km² of survey effort, but in 91% of grid cells no Balearic Shearwaters were observed. In a further 8% of grid cells only 1–10 birds were observed, and congregations of >100 Balearic Shearwaters were observed on only six occasions throughout the study period (0.07% of surveyed grid cells).

3.2. Performance of distribution models

All five modelling techniques had a reasonable ability to discriminate between areas where Balearic Shearwaters were present and absent (all AUC > 0.75, Tables 1 and S3). We found little spatial autocorrelation in model residuals for all models (Moran’s I = 0.03 ± 0.05 s.d., Geary’s C = 0.97 ± 0.05 s.d.). For the training data used to construct the models, the machine-learning approaches RF and BRT provided the best discrimination between areas of presence and absence (highest AUC, Table S3). Maxent was the best-calibrated model, and BRT had the smallest bias. The performance of GLM and GAM was acceptable, but poorer than for the machine-learning approaches when predicting to the data used for model construction (Table S3).

By contrast, prediction of independent test data was very similar among the five modelling techniques, with AUC ranging between 0.76 and 0.81 (Table 1). The correlation between predicted presences and observed data also were similar among models (Table 1). The BRT model had the poorest calibration and highest bias, while Maxent showed the best calibration and the GLM had the lowest bias of the five techniques (Table 1). The ensemble prediction showed the best combination of predictive performance and calibration (Table 1).

3.3. Performance of density models

As with the occurrence models, performance of density models was very different between training and independent test data. When evaluated for the training data, RF explained 68% of the variation in Balearic Shearwater density, while none of the other models explained >35% of the variation (Table S4). The RF model also showed the highest correlation between observed and predicted density, while the Poisson GLM and GAM showed the best calibration and lowest bias (Table S4). Both GAM and BRT showed relatively high correlation between observed and predicted density, but BRT suffered from poor calibration and relatively large bias. The zero-inflated Poisson and the Poisson GLM explained the least amount of variation (<5%) in the density of Balearic Shearwaters in the training data.

None of the models we constructed were able to accurately predict the density of Balearic Shearwaters in the independent test data (Fig. 2, Table 2). In this evaluation, the model performance depended not only on the density model itself, but also on the predictive ability

<table>
<thead>
<tr>
<th>Model</th>
<th>AUC</th>
<th>COR</th>
<th>Calibration</th>
<th>Bias</th>
</tr>
</thead>
<tbody>
<tr>
<td>BRT</td>
<td>0.80</td>
<td>0.25</td>
<td>0.03</td>
<td>0.18</td>
</tr>
<tr>
<td>RF</td>
<td>0.81</td>
<td>0.31</td>
<td>0.25</td>
<td>0.09</td>
</tr>
<tr>
<td>GLM</td>
<td>0.78</td>
<td>0.28</td>
<td>0.73</td>
<td>0.02</td>
</tr>
<tr>
<td>GAM</td>
<td>0.76</td>
<td>0.24</td>
<td>0.36</td>
<td>0.07</td>
</tr>
<tr>
<td>MAX</td>
<td>0.77</td>
<td>0.26</td>
<td>0.80</td>
<td>−0.15</td>
</tr>
<tr>
<td>Ensemble</td>
<td>0.80</td>
<td>0.30</td>
<td>0.56</td>
<td>0.02</td>
</tr>
</tbody>
</table>
of the occurrence model of the same technique, because predicted density was the product of predicted probability of presence and predicted density of Balearic Shearwaters for all models except the zero-inflated Poisson model. Neither of the models explained >8% of the variation in recorded density data of Balearic Shearwaters, and the predictive performance of all five models was similarly poor (Table 2). The parametric models (GLM, GAM, and zero-inflated Poisson) had the lowest correlation and explained the least variation. RF had the highest correlation, but was the worst calibrated model with very large bias (Table 2). The ensemble prediction combined the same correlation as the RF model but with substantially smaller bias. In summary, predicting the density of Balearic Shearwaters based on physical and oceanographic data alone was highly unreliable outside the breeding season (Fig. 2).

3.4. Priority areas for conservation of Balearic Shearwaters

Balearic Shearwater distribution varied among seasons, and seasonal differences were most prominent in the Gulf of Cádiz, with higher predicted probabilities in autumn than in summer (Figs. 3 and 4). Despite their similar performance criteria, the five techniques predicted different distributions of Balearic Shearwaters over the 5 years of our study. Consequently, the areas identified as highest conservation priority for Balearic Shearwaters also differed among techniques (Fig. 5). The areas north of the Spanish–Portuguese border, around Porto, Figueira da Foz, and in the Gulf of Cádiz (Spain) were consistently retained in the most important 10% of the study area. Three of these areas have been identified as marine IBAs by Portugal and Spain (Fig. 1), but an additional area around Porto has not been previously identified as IBA.

The GLM was the only method that identified most of the Spanish IBA ‘Entorno marino de las Rías Baixas’ as an area of highest priority for conservation, but in turn considered the two Portuguese IBAs of much lower priority.

4. Discussion

4.1. Utility of models to identify marine IBAs

Our study shows that the choice of modelling method may influence the identification of marine areas for the protection of seabirds. None of the five techniques tested provided superior predictions in all performance criteria, a finding that is consistent with other model comparison studies (Elith and Graham, 2009; Segurado and Araújo, 2004; Syphard and Franklin, 2009). Despite similar predictive performance, the nature of predicted distributions can vary due to different emphasis on and modelled relationships with environmental variables (Elith and Graham, 2009; Ready et al., 2010). In our study, for example, the Maxent and the GLM model had similar predictive performance (Table 1), but would have selected very different areas for the conservation of Balearic Shearwaters (Fig. 5).

Because of the uncertainty in choosing a single appropriate technique to identify important areas for seabirds, using a variety of different models and combining them in an ensemble can improve overall prediction (Araújo and New, 2007; Coetzee et al., 2009; Jones-Farrand et al., 2011; Marmion et al., 2009). Our ensemble of five techniques successfully predicted areas of importance for Balearic Shearwaters, including one that had been identified in a different IBA identification project (Arcos et al., 2009). The Spanish IBA ‘Entorno marino de las Rías Baixas’ lies north of the area covered by ship surveys in this project, and thus indicates a reliable prediction of our models to an area that extended beyond the sampling region. Additional independent evidence of the importance and validity of the areas we identified is provided by the recent tracking of Balearic Shearwaters with geolocators and satellite transmitters (T. Guilford & M. Louzao, unpubl. data). In fact, most of the 29 birds tracked with geolocators used at least one of the important areas mentioned above during the non-breeding period and the more fine scale satellite-based tracking data highlights the importance of the IBA Figueira da Foz for a non-breeder. We are therefore confident that the ensemble predictions are robust and we recommend that conservation managers rely on a suite of modelling techniques when trying to identify marine protected areas. Due to recent advances in freely available software, computational challenges for ensemble predictions have decreased considerably (Thuiller, 2003; Thuiller et al., 2009).

In contrast to the occurrence models, our density models performed poorly on independent test data (Fig. 2), and we do

---

**Table 2**

<table>
<thead>
<tr>
<th>Model</th>
<th>COR</th>
<th>Rho</th>
<th>R²</th>
<th>Calibration</th>
<th>Bias</th>
</tr>
</thead>
<tbody>
<tr>
<td>BRT</td>
<td>0.12</td>
<td>0.26</td>
<td>0.08</td>
<td>10.5</td>
<td>-0.5</td>
</tr>
<tr>
<td>RF</td>
<td>0.14</td>
<td>0.25</td>
<td>0.06</td>
<td>14.8</td>
<td>-7.7</td>
</tr>
<tr>
<td>ZIP</td>
<td>0.09</td>
<td>0.17</td>
<td>0.02</td>
<td>6.7</td>
<td>-0.5</td>
</tr>
<tr>
<td>GLM</td>
<td>0.03</td>
<td>0.17</td>
<td>0.02</td>
<td>5.1</td>
<td>-2.3</td>
</tr>
<tr>
<td>GAM</td>
<td>0.01</td>
<td>0.17</td>
<td>0.02</td>
<td>0.3</td>
<td>-11.7</td>
</tr>
<tr>
<td>Ensemble</td>
<td>0.13</td>
<td>0.25</td>
<td>0.07</td>
<td>14.4</td>
<td>-0.3</td>
</tr>
</tbody>
</table>

**Fig. 2**. Relationship between observed and predicted density of Balearic Shearwaters in independent test data along the coast of Portugal. BRT: boosted regression trees; RF: Random Forest; ZIP: zero-inflated poisson GLM; POIS: poisson GLM; GAM: generalised additive model; Ensemble: ensemble prediction weighting different models based on the correlation between observed and predicted data. Note that densities were log transformed to enhance display.
not recommend their use to estimate whether an area meets the numerical threshold to qualify for a marine IBA (BirdLife International, 2010b). The identification of marine IBAs may benefit from a two-step approach, where the spatial distribution models are used to delineate potential areas where a species occurs regularly, and specific surveys are then conducted in a second step to assess the abundance of target species in those areas.

4.2. Important areas for the conservation of Balearic Shearwaters

Our modelling exercise indicated that Balearic Shearwaters use slightly different regions during their northward (May–July) and southward migration (September–December). During summer, shearwaters were present in four marine areas over the continental shelf north of Lisbon (Porto, Figueira da Foz, south of the Berlengas Islands and north of the Spanish–Portuguese border), whereas the Gulf of Cádiz was only used during the southward migration in autumn. The majority of Balearic Shearwaters migrate to the North-East Atlantic before moulting, but some individuals might also moult and stay from June to October over the northern Portuguese continental shelf and in the IBA ‘Rías Baixas’ (Arcos et al., 2009; Mouriño et al., 2003). During autumn migration, birds might forage in additional, seasonally highly productive areas such as the Gulf of Cádiz (García Lafuente and Ruiz, 2007). Our results confirm the high importance of the IBAs ‘Figueira da Foz’, ‘Berlengas’ and ‘Rías Baixas’ (Fig. 1), but suggest that in addition the near-shore waters around Porto are regularly used by Balearic Shearwaters both in summer and in autumn.

Low adult survival rates at sea are the main cause for the decline of the Balearic Shearwater population (Louzao et al., 2006b; Oro et al., 2004), and areas that are reliably used by the species during moult and on migration require legal protection to reduce mortality. Our study suggests that the Atlantic coast of Portugal north of Lisbon and extending into Spain serves as an important migratory stopover and/or moulting habitat for Balearic Shearwaters, where protected areas that reduce accidental mortality may

Fig. 3. Predicted distribution of Balearic Shearwater during summer (May–August) 2005–2009 along the coast of southwest Iberia based on five different distribution models and an ensemble prediction across all five models. BRT: boosted regression trees, RF: Random Forest, GLM: generalised linear model, GAM: generalised additive model, MaxEnt: maximum entropy, Ensemble: ensemble prediction across all five models.
benefit a significant proportion of the species. Further surveys to assess whether the number of Balearic Shearwaters in the near-shore waters around Porto meet marine IBA criteria (BirdLife International, 2010b) would be needed given the socioeconomic costs that may be incurred when marine areas are created for the conservation of seabirds (Adams et al., 2011; Balmford et al., 2004). In addition, the designation of marine reserves would benefit from information on the spatial distribution of multiple species (Ainley et al., 2009; Nur et al., 2011). We therefore recommend integrating the information presented here with similar data for other species, and other stakeholder interests to designate effective marine protected areas for seabirds (Smith et al., 2009).

4.3. Advancing seabird distribution models

The vast majority of spatial distribution model literature predicts the distribution of stationary plants or animals in more temporally stable environments. Novel approaches are emerging to model mobile, migratory, or range-shifting species (Elith et al., 2010; Fink et al., 2010; Hothorn et al., 2011; Zurell et al., 2009), but significant challenges still exist in the marine environment, where conditions at a given location are constantly changing (Tremblay et al., 2009; Zipkin et al., 2010). Several unresolved issues exist in seabird distribution models regarding heterogeneity in spatiotemporal scales that may be informed by advances in other environments (Robinson et al., 2011; Schröder, 2008). For example, what time lag exists between the easily measured proxies of primary productivity (e.g., sea surface temperature and chlorophyll a concentration) and foraging conditions that actually attract seabirds? Similarly, is it more useful to model the distribution of pelagic birds separately for each year, using contemporary local environmental measurements, or will predictions that pool observations over several years and use average environmental conditions at a given location provide more robust predictions (Tuanmu et al., 2011)? There may be no single best approach to these issues, and simulations would be useful to thoroughly test

---

**Fig. 4.** Predicted distribution of Balearic Shearwater during autumn (September–December) 2005–2009 along the coast of southwest Iberia based on five different distribution models and an ensemble prediction across all five models. BRT: boosted regression trees, RF: Random Forest, GLM: generalised linear model, GAM: generalised additive model, MaxEnt: maximum entropy, Ensemble: ensemble prediction across all five models.
which combination of temporal aggregation and resolution is most reliable for seabirds at sea.

Similar questions exist regarding the choice of environmental predictor variables and modelling techniques. We did not examine the contribution of different variables in this manuscript, and relied on variables commonly used in seabird studies (Tremblay et al., 2009; Wakefield et al., 2009). Although it is well known that different modelling techniques will provide different predictions of the distribution of a species, the causes for these differences are still poorly understood. The most likely reason for differences in the mapped predictions for occurrence between models are differences in the functions fitted by each technique (Elith and Graham, 2009). Different predictor variables and varying levels of complexities in the fitted functions (Figs. S1–S17) are likely to explain differences between the machine-learning and the parametric modelling approaches in our study (Dormann et al., 2008; Syphard and Franklin, 2009), but a detailed analysis of the specific model differences is beyond the scope of this contribution.

The machine-learning methods RF, BRT, and Maxent provided excellent discrimination between areas where Balearic Shearwaters were present and absent. However, when used on spatially independent test data, the predictive performance of those three models was only marginally better than GLM and GAM approaches, suggesting that the machine learning methods suffer proportionally more from over fitting than parametric models (Dormann et al., 2008; Hastie et al., 2001). A similar pattern emerged for the density models, where RF showed good performance on the training data, but equally poor performance as other models when predicting shearwater density in independent test data.

Many seabird surveys yield only brief temporal windows into the spatial distribution of seabirds, and many recorded absences may therefore be considered as false absences, because seabirds may have been present in that area at a time when the surveys were not. Such methodological absences reduce the power of spatial distribution and abundance models (Lobo et al., 2010; Martin et al., 2005), and create uncertainty when models are evaluated. Therefore, Lobo et al. (2010) suggested removing absences that are identical or close to observed presences in environmental space from the training data to remove the potential effect of false absences.

False absences may also have contributed to the poor performance of our density models, as the hurdle model approach that we employed assumes that zero observations reflect true absence (Risk et al., 2011). However, even when predicted to only the presence fraction of independent test data our density models showed weak correlation with observed densities. More sophisticated models that simultaneously model the observation and process uncertainty and can thus account for imperfect detection may provide better estimates of spatial abundance patterns in the future (Dail and Madsen, 2011; Hutchinson et al., 2011; Warton and Shepherd, 2010).
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