Calibration procedures and first dataset of Southern Ocean chlorophyll \( a \) profiles collected by elephant seals equipped with a newly developed CTD-fluorescence tags
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Abstract. In situ observation of the marine environment has traditionally relied on ship-based platforms. The obvious consequence is that physical and biogeochemical properties have been dramatically undersampled, especially in the remote Southern Ocean (SO). The difficulty in obtaining in situ data represents the major limitations to our understanding, and interpretation of the coupling between physical forcing and the biogeochemical response. Southern elephant seals (Mirounga leonina) equipped with a new generation of oceanographic sensors can measure ocean structure in regions and seasons rarely observed with traditional oceanographic platforms. Over the last few years, seals have allowed for a considerable increase in temperature and salinity profiles from the SO, but we were still lacking information on the spatiotemporal variation of phytoplankton concentration. This information is critical to assess how the biological productivity of the SO, with direct consequences on the amount of CO\(_2\) “fixed” by the biological pump, will respond to global warming. In this research programme, we use an innovative sampling fluorescence approach to quantify phytoplankton concentration at sea. For the first time, a low energy consumption fluorometer was added to Argos CTD-SRDL tags, and these novel instruments were deployed on 27 southern elephant seals between 25 December 2007 and the 4 February 2011. As many as 3388 fluorescence profiles associated with temperature and salinity measurements were thereby collected from a vast sector of the Southern Indian Ocean. This paper addresses the calibration issue of the fluorometer before being deployed on elephant seals and presents the first results obtained for the Indian sector of the Southern Ocean. This in situ system is implemented in synergy with satellite ocean colour radiometry. Satellite-derived data is limited to the surface layer and is restricted over the SO by extensive cloud cover. However, with the addition of these new tags, we are able to assess the 3-dimension distribution of phytoplankton concentration by foraging southern elephant seals. This approach reveals that for the Indian sector of the SO, the surface chlorophyll \( a \) (chl \( a \)) concentrations provided by MODIS were underestimated by a factor 2 compared to chl \( a \) concentrations estimated from HPLC corrected in situ fluorescence measurements. The scientific outcomes of this programme include an improved understanding of both the present state and variability in ocean biology, and the accompanying biogeochemistry, as well as the delivery of real-time and open-access data to scientists (doi:10.7491/MEMO.1).
1 Introduction

Polar marine ecosystems, and in particular the Southern Ocean (SO hereafter), are among the most vulnerable ecosystems to climate change. However, there is conflicting evidence on how the biological productivity of these Polar Oceans will respond to global warming. The SO plays an important role in the carbon cycle and it is one of the largest sinks for anthropogenic CO$_2$ through the formation of deep water around Antarctica and intermediate water in the vicinity of the subantarctic zone (Caldeira et al., 2000; Lo Monaco et al., 2005). Furthermore, by contributing to roughly half of the biosphere’s primary production, photosynthesis by oceanic phytoplankton is a vital link between living and inorganic stocks of carbon (Field et al., 1998; Berhenfeld et al., 2006), but our current understanding of the variability of SO’s primary productivity is hampered by the lack of in situ observations available for this logistically difficult region, and much of the existing observations are heavily biased towards the austral summer.

Furthermore, the degree of confidence for primary production derived from satellite-based estimates of phytoplankton biomass is still debated. This is especially true in SO, where satellite measurements tend to under-estimate chlorophyll $a$ (chl $a$ hereafter) concentrations (Dierssen and Smith, 2000; Holm-Hansen et al., 2004; Garcia et al., 2005; Dierssen, 2010; Kahru and Mitchell, 2010). Satellites scan the sea surface and are unable to provide subsurface chlorophyll profiles. Deep fluorescence maxima have been found within the frontal zone of the Antarctic Circum Current (ACC hereafter, Quéguiner and Brzezinski, 2002; Holm-Hansen et al., 2004) or in the vicinity of the ice edge (Waite and Nodder, 2001). Persistent cloud cover and fragmented sea-ice also constitute a major limitation of satellite ocean colour measurements in the SO (Arrigo et al., 1998; Buesseler et al., 2003).

Evaluation of the distribution of chl $a$ throughout the water column is one of the most important biological parameters in the ocean because it is an indicator of the spatial and temporal variability of primary productivity (Behrenfeld and Falkowski, 1997). The limitations of satellite assessments of primary production combined with a lack of primary productivity measurements in the field requires to complement remotely sensed ocean colour data with year-round surveys of the in situ optics as well as the physical oceanographic measurements for a description of spatial (horizontal and vertical) and temporal (seasonal, inter-annual) distribution of phytoplankton, but also give insights on its advection and fate. In turn, this data will contribute to our understanding of how primary production within SO may respond to climatic changes.

Subsurface chl $a$ measurements are traditionally performed from research vessels, using profiling fluorometers and water samples collected by Niskin bottles. Alternatively, chl $a$ profiles can be obtained from fluorometers deployed on fixed moorings or autonomous platforms like Argo floats (Roemmich et al., 2004), or autonomous underwater vehicles (Yu et al., 2002). Rapid technological advances in ocean observation have nevertheless been achieved during the last decade, particularly with respect to physical climate variables. Developing such in situ observation systems is an essential step towards a better understanding of biogeochemical cycles and ecosystem dynamics, especially at spatial and temporal scales that have been unexplored until now. However, with regard to the carbon cycle, the establishment of in situ observing systems in the under-sampled SO remains challenging due to its remoteness, harsh weather conditions and the presence of sea-ice.

Here we present the development of an original synergy between biologist’s efforts to understand the marine life of top predators, physical and biogeochemical oceanographic studies through development of new bio-logging devices deployed on southern elephant seals (Mirounga leonina), SES hereafter. This device incorporates high accuracy temperature and salinity sensors, as well as a fluorometer and provides a range of new behavioural and physiological data on free ranging marine animals for biologists, while simultaneously gathering vertical profiles of temperature, salinity and fluorescence for oceanographers. Profiles sampled in the remote SO are of great interest as they can fill a niche within the ocean observing system, where such measurements are lacking (e.g., Charrassin et al., 2008; Nicholls et al., 2008; Roquet et al., 2009; Wunch et al., 2009). One important aspect of this methodology is the near real-time delivery of CTD-Fluo profiles using the Argos satellite system (Argos, 1996). SESs provide an ideal “platform” for such investigation as they dive nearly continuously and at great depths (Hindell et al., 1991). Moreover, they undertake long foraging trips each year, exploring large areas of the SO (Biuw et al., 2007).

However, to make most of the use of these fluorescence data, it is essential to develop effective means for calibration, quality control and postprocessing to provide a consistent dataset to oceanographers and for climatologies. Therefore, the first objective of this paper is to report the calibration and the profile qualification procedure on a unique 3-yr fluorescence dataset collected by SES within the Indian sector of the Southern Ocean. From this data, we will assess how in situ measurements compare with surface chl $a$ concentration measured by ocean colour satellites. This new approach allows sustained acquisition of chl $a$ fluorescence profiles (proxy for chl $a$ concentration) in areas where data scarcity is the rule and how they complement satellite ocean colour data.

2 Materials and methods

2.1 Instrumentation

A thorough technical description of CTD-SRDLs can be found in Boehme et al. (2009), which we briefly summarise...
Implementation of a fluorometer to estimate chl a concentration

In vivo fluorescence $F$ is a widely used technique to estimate chl $a$ concentration in aquatic environments and can be expressed as:

$$F = E \alpha' [\text{chl } a] \varphi_f$$  \hspace{1cm} (1)

Where $E$ (mole quanta m$^{-2}$ s$^{-1}$) is the intensity of the exciting source, $\alpha'$ is the chl-specific absorption coefficient (m$^2$ mg$^{-1}$ [chl $a$]$^{-1}$) where [chl $a$] is the chl $a$ concentration ([chl-$a$] hereafter) (mg chl $a$ m$^{-3}$) and $\varphi_f$ is the quantum yield for fluorescence [mole of emitted quanta (mole absorbed quanta$^{-1}$)].

The fluorescence-chl $a$ relationship for a given fluorometer varies according to environmental conditions such as the phytoplankton taxonomic composition and physiological adaptative mechanisms (e.g., Falkowski and Kolber, 1995; Babin et al., 1996, 2008).

The Cyclops 7 is a compact cylinder (110×25 mm after removal of the end cap), low energy consumption single channel fluorescence detector that can be used for many different applications. It delivers a voltage output that is proportional to the concentration of the chl $a$ particle, or compound of interest. For chl $a$ detection a 460 nm exciting wavelength and a 620–715 nm fluorescence detection photodiode are used. According to Turner Design specifications the minimum detection limit is 0.025 µg L$^{-1}$ of chl $a$. The Cyclops 7 can be set on a different level of sensitivity for chl $a$ detection allowing detection of maximum chl $a$ concentration ranging generally from low (i.e., detection range 0–500 µg L$^{-1}$) to medium (0–50 µg L$^{-1}$) and high (0–5 µg L$^{-1}$) sensitivities. For our application according to chl $a$ climatologies available, the initial detection range was set between 0–2.5 µg L$^{-1}$, a range well matching the chl $a$ concentration generally encountered within the oceanic waters of the SO (Reynolds et al., 2001; Marrari et al., 2006; Uitz et al., 2009).

The Cyclops 7 was integrated in a new CTD-Fluo Satellite Relay Data Loggers (Tags hereafter). They were built by the Sea Mammal Research Unit (SMRU) (University of St. Andrews, Scotland). Fluorescence was sampled continuously between the surface and 180 m. As Argos messages are restricted in length, we had to reduce the resolution of fluorescence data. Therefore, values were averaged for eighteen 10 m vertical sections. For each section the mean fluorescence value was allocated to the mid-depth point of the corresponding section.

Fluorometer calibrations, relying essentially on chl $a$ solutions or on phytoplankton cultures, are generally provided by manufacturers. Most of the time these calibrations are established for large range of chl $a$ concentrations not always representative of in situ ones. Therefore, it is highly desirable to confirm or adjust through in situ calibration on natural samples (see Xing et al., 2012). As part of this programme, a thorough calibration and testing procedure was undertaken for the CTD-Fluo SRDL. Pre-deployment calibrations of the tags and at-sea validating tests were conducted prior to SES deployment. This procedure was followed for most deployments in this study. Before being taken into the field, devices were calibrated at Valeport, Service Hydrographique de la Marine (Brest, France), and had temperature ($T$) and conductivity ($C$) resolutions of 0.001 °C and 0.002 mS cm$^{-1}$, respectively (see Roquet et al., 2011 for details).

2.2 Calibration procedure

The fluorometers were inter-calibrated by implementing a Bayesian procedure using all information available regarding predeployment tests as well as post-deployment information collected.

2.2.1 Fluorometer inter-calibration and conversion in chl $a$ concentration

Pre-deployment tests

Five consecutive sessions of CTD-Fluo SRDL deployments on SES (ft01, ft02, ft03, ft04 and ft06) were conducted as part of this study. The first two tags (ft01) were deployed on a seal without any pre-deployment test. For the second deployment (ft02), 8 tags were simultaneously tested at sea at Kerguelen along a 100 m-cast.

For the following deployment (ft03, ft04, ft06) and previous to their operational deployments on SES at Kerguelen
Island the tags were tested in the Mediterranean sea during shipboard experiments. At sea tests were performed during the BOUSSOLE oceanographic cruises on the SSV “Tethys II” (Resp. D. Antoine, LOV). Each cruise consisted of a transect between the Nice harbour and the BOUSSOLE mooring site located in the north western Mediterranean sea (43°20′N, 7°54′E) with up to 6 oceanographic casts performed in between (Fig. 1). As part of the BOUSSOLE programme and associated cruises (Antoine et al., 2008) in the Ligurian Sea (Western Mediterranean), each series of tags were indeed attached to a CTD rosette generally immersed at Boussole site.

Water samples were collected for 10 different depths, filtered onboard and immediately frozen in liquid nitrogen before being stored at −80°C back in the laboratory. High Performance Liquid Chromatography (HPLC) analysis of filtered samples was performed according to Ras et al. (2008) for the accurate determination of total chl a and accessory pigments (other chlorophylls and carotenoids).

The in situ calibration procedures for each tag subsequently include the deep offset fluorescence correction. Offset is detected in the profile through the fluorescence value (Fluo) in deep waters (like $z > 200 \text{ m}$). Chl a fluorescence is considered as null at these depths because HPLC [chl a] is below the detection limit (DL) of the method (DL = 0.05 mg m$^{-3}$). For each tag and each cast, the fluorescence-offset was calculated as difference between 0 and the fluorescence value provided by the fluorometer for every depth greater than 200 m. The mean and standard deviation (SD) of the fluorescence offset was then calculated for each tag. The mean offset value calculated for a given cast and a given fluorometer was retrieved to the fluorescence values provided by this fluorometer. The at-sea test offset calculation for ft02 was restrained between 80 and 100 m, for which fluorescence for all fluorometers reached constant and minimum values which were consistent with the offset values generally found during the other at-sea test.

Only the ascent values were used as (i) the water samples were only collected during the ascent phase and (ii) the CTD-Fluoro SRDL tags were programmed to sample the fluorescence only during the ascent phase when deployed on an elephant seal.

For this calibration procedure, tags were set on a sampling protocol and programmed to record pressure, temperature, conductivity and fluorescence every 2 s continuously while in the water. They were deployed to the side of the water-sampling rosette which was equipped with 11, 12 L Niskin bottles (General Oceanics) and a SBE 21 CTD.
profiler (Seabird Electronics) and with a CHELSEA Aqua-Track chl a fluorometer (hereafter named reference fluorometer). Chl a concentration was determined by HPLC on a sample of 2.27 L of water collected by the Niskin bottles for one and sometime two casts during the cruise. Water samples were usually collected from 12 depths (5, 10, 20, 30, 40, 50, 60, 70, 80, 150, 200 m).

The multiple casts conducted, without water sampling, allow us to (1) assess the deep fluorescence offset for each tag and to assess its inter-cast variability and (2) to assess if discrepancies between different fluorometers were consistent among and between casts.

Chl a concentrations of the water samples collected on BOUSSOLE site were determined using standard fluorometric analysis of acetone extracts of the filtered samples. Water samples collected using Niskin bottles were filtered (2250 cm$^3$) onto glass fiber filters (Whatman GF/F, nominally 0.7 μm) using positive pressure. The filters were placed in a test tube, wrapped in aluminium foil and frozen in the dark. Back in the Villefranche laboratory chl a was extracted from the filter with 7 mL of HPLC grade acetone for 24 h in the dark. The pigment concentration was then analysed by the fluorometric method (Yentsch and Menzel, 1963) with a blanked and calibrated fluorometer (Turner Designs 10-AU).

Despite the off-set correction and a good agreement in the general shape of the fluorescence profiles provided by each fluorometer for a given cast, differences in absolute fluorescence values are clearly noticeable between fluorometers (see Fig. 2) which means that the calibration parameters provided by the manufacturer were not precise enough and/or that the integration of the fluorometer into the CTD SRDL tag degraded the fluorometer calibration. Therefore, the fluorometers of the CTD-Fluo tags needed to be re-calibrated in situ again.

To do so, for a given cast, the regression coefficient was calculated (without constant) for depth ranging between 0 and 200 m between the offset corrected fluorescence values provided by each CTD-Fluo SRDL and the reference fluorometer. This was performed for ft03/ft04 and ft06 deployments. Several casts were conducted for a given at-sea test allowing to estimate intra and inter-fluorometer variability.

Post-deployment procedure

The second step was to proceed to the inter-calibration of the fluorometers between all the at-sea tests and this was essential for the ft01 and ft02 for which no proper complete at-sea calibration procedure was performed previous to seal deployment. For ft02, the simultaneous testing of all the tags provided information about the proportionality between the fluorescence measurements provided by the different fluorometers and that information was used.

To intercalibrate the tags between each deployment we used all the information provided by at-sea tests as well as the proportionality found between surface values provided by the tag fluorometer within a deployment and the corresponding chl a surface values provided by MODIS. MODIS values were not used as an absolute measurement of [chl a], but as a relative measurement to better assess the proportionality between each fluorometer. An 8-day composite 9 km scale resolution MODIS data was the highest usable resolution to investigate the relationship between in situ surface fluorescence chl a and those provided by MODIS. Indeed too few MODIS values were available to investigate this relationship at a higher temporal (daily) and spatial (1 km) resolution at the tag level. The tag’s surface fluorescence values used were offset and quenching corrected and saturated values retrieved (see below). The relationships found between the MODIS surface fluorescence values for each deployment was used to proceed to the production of a homogeneous fluorescence dataset.

Conversion to chl a concentration

The inter-calibrated fluorescence values were then converted into a chl a concentration value by using the relationship between the chl a concentration provided by the reference fluorometer and the [chl a] provided from HPLC measurements. This relationship was estimated over 70 test profiles ranging between 0 to 200 m and performed between 2002 and 2009. As all these profiles were performed during daylight hours, therefore, only fluorescence values deeper than 30 m were used to avoid any quenching effect and fluorescence values provided by the reference fluorometer were offset corrected.

2.2.2 Deployment on elephant seals

Instruments were deployed on SES either at the end of their moult in late summer to cover their pre-breeding, winter foraging trips or in October on post-breeding females. Animals were anesthetised with intravenous injection of tiletamine and zolazepam 1 : 1, and then instruments were attached to the fur on their head by using a two component industrial epoxy. Seals dove repeatedly with CTD-Fluo data being collected every 2 s during the ascent phase of dive and processed onboard before being transmitted via the Argos satellite system when animals were at the surface. On average, 1.8 ± 0.5 vertical temperature (T), conductivity (C) and fluorescence profiles were transmitted daily. Because of the narrow bandwidth of Argos transmitters, each profile was transmitted in a compressed form consisting of 18 fluorescence and 24 T and C data points. The 18 first T and C corresponded to the fluorescence measurements for the 0–180 m depth range. Fluorescence, T and C measurements were averaged over 10 m bin sampled for the upper 180 m of the dive. The 6 additional T and C corresponded to the most important inflection points determined onboard over between 180 m and the deepest part of the dive by using a “broken stick algorithm” (Roquet et al., 2011).
2.2.3 Post deployment issues and correction processes

Chl $a$ saturated values

According to chl $a$ measurements available for the study area ft02, ft03, ft04 CTD-Fluoro SRDL Tags the Cyclops 7 fluorometer gain was set to monitor chl $a$ concentration ranging between 0 and 2.5 µg L$^{-1}$. In situation of high in situ chl $a$ concentration, some raw profiles exhibited saturated values. Therefore, these profiles were flagged accordingly and retained as saturated one in the data base. For the ft06 Tags the gain of the Cyclops 7 fluorometer was set for a dynamical range of 0 to 4 µg L$^{-1}$ and saturated chl $a$ profiles were exceptionally encountered and flagged accordingly. Unsat-urated profiles were flagged as “1” while saturated profiles were flagged as “2”.

Offset correction

Initially each in situ profiles was corrected according to the mean offset calculated for each tag from the at-sea test conducted prior to deployments which exhibited very little variability for a given fluorometer between cast (see result part). However, post deployment values revealed that this offset could vary over time and the reasons for such variations are not yet fully understood, but are thought to be related to the water masses encountered and in particular the amount of non-phytoplanktonic particles. The use of a constant offset correction was leading to positively or negatively bias profiles values depending on situations. Therefore, a profile-by-profile-offset-correction method was implemented and three cases were distinguished and flagged accordingly. In the first situation the 4 deepest chl $a$ values corresponded (i) to the minimum values of the profiles, with a standard deviation (SD) on chl $a$ value lower than 10 %. In this situation the lowest chl $a$ value among the 4 deepest values was used as the offset value and the whole profile was corrected and flagged as “1”; (ii) when the deepest chl $a$ values did not correspond to the minimum values, or when the SD was higher than 10 % the profile was flagged as “2” and was corrected according to the mean offset calculated for that Tag over the whole deployment period; (iii) a third situation was observed in a few cases, and for which chl $a$ concentration was increasing at depth. No offset correction was applied to these profiles.

Figure 2. Example of fluorescence profiles provided by different CTD-FLUO-SRDLs and the reference fluorometer (in blue) obtained at two different stations. These profiles exhibit the existence of a fluorescence offset differing between CTD-FLUO-SRDLs. Fluorometers were providing consistent data between each other, but differed in the absolute amount of fluorescence produced.
which were flagged as “3” and these flag 3 profiles are not integrated in the current data base.

Quenching correction

In both, laboratory and field studies, a daily rhythm of in vivo fluorescence that is not correlated with diel changes in the concentration of chl a have been reported in a number of studies. During periods of high irradiance, fluorescence tends to be lower than the value at night (Kiefer, 1973; Loftus and Seliger, 1975; Falkowski and Kolber, 1995; Dandonneau and Neveux, 1997; Behrenfeld and Kolber, 1999; Kinkade et al., 1999). The photo-inhibition of phytoplankton by an excess of light, result in a decrease of the fluorescence quantum yield (i.e., the ratio of photons emitted as fluorescence to those absorbed by photosynthetic pigments). This is often ascribed to a set of processes generally termed non-photochemical fluorescence quenching (NPQ; Falkowski and Kolber, 1995; Krause and Jahns, 2004). Quenching is commonly observed during daytime with a maximum intensity at midday (Kiefer, 1973; Dandonneau and Neveux, 1997) and it is referred as daytime fluorescence quenching. Quenching poses a problem and, therefore, need to be accounted for. We applied the new method of quenching correction developed, tested and successfully applied to fluorescence data collected by elephant seals (Xing et al., 2012). In short, for mixed type waters, the maximum fluorescence values within the mixed layer is extended to the surface (i.e., all upper points are replaced by this maximum value). However, for stratified waters, which usually have a thin mixed layer, obviously, the quenching effect will pass through the mixed layer into the stratified layer. In the stratified layer, we were unable to perform such correction and only night time fluorescence profiles were used. However, the stratified layer situations were only encountered for 16 % of the fluorescence profiles sampled, and nearly half of them were obtained at night. In this process, we assume the maximum value in the mixed layer as the non-quenching value and all above points are corrected to the same value (see Xing et al., 2012). After implementing such corrections, no differences could be detected between day time fluorescence corrected profiles and the proximate night profiles (just before or after the day profiles).

2.2.4 Estimation of the tag specific chl a correction coefficient: a Bayesian approach

Using a Bayesian adjustment framework and by combining each at-sea test, the information available for each profile and the HPLC values available, a chl a calibration coefficient was calculated for each CTD-Fluoro SRDL tag. A Bayesian framework is especially suited as it guarantees that between-casts variability is taken into account in estimating these inter-fluorometer coefficients. An attractive feature of this framework is the relative ease with which different datasets are combined in a single analysis, allowing information transfer between disparate sources. Another advantage stems from the easy computation of confidence intervals for parameters of interest and prediction errors. Models were fitted with WinBUGS (Spiegelhalter et al., 2003) called from R (R Development Core Team, 2009) with the package R2WinBUGS (Sturtz et al., 2005). Weakly informative and robust priors were favoured. We used uniform priors (Gelman, 2006) for standard deviation parameters. Because all slopes were expected to be positive, we used Student-t priors with mean 0, scale 10 and 7 df on a log scale (Gelman et al., 2008). Batches of tag-specific coefficient were assumed to follow a bivariate Gaussian distribution with covariance matrix $Σ$. We used the prior described in Tokuda et al. (2011) for the covariance matrix $Σ$.

We built a model to predict HPLC [chl a] from either in situ fluorescence (Fluo) measured by instrumented SES or from MODIS chl. Specifically we first used long-term data at the Boussole site to estimate the relationship between HPLC [chl a] and measurement from the reference fluorometer:

$$\text{HPLC [chl a]} = δ \cdot \text{Fluo[reference]} + ε1$$

where $ε1$ is a Gaussian residual error term.

Secondly, we used data from the intercalibration experiment to estimate the relationship between a specific tag $j$ and the reference fluorometer:

$$\text{Fluo[reference]} = α_j \cdot (\text{Fluo}\_j - \text{Offset}\_j) + ε2$$

where $ε2$ is a Gaussian residual error term. When measurements from the reference fluorometer were unavailable, but measurements from the different tags at a specific location were available, we rewrote Eq. (3) as:

$$\text{Fluo[reference]} - (α_j \cdot (\text{Fluo}\_j - \text{Offset}\_j) + ε2) = 0$$

and put a weakly informative prior (Half-Student-t with mean 0, scale 5 and 4 df, Gelman et al., 2008) on the value of Fluo[reference]. We then used the WinBUGS “zero-trick” (Spiegelhalter et al., 2003) to incorporate these data into the model. Note that the error term $ε2$ is the same for Eqs. (3) and (4).

Finally, we evaluated the relationship between in situ fluorescence as measured from a specific tag $j$ and MODIS:

$$(\text{Fluo}\_j - \text{Offset}\_j) = β_j \cdot \text{MODIS} + ε3$$

where $ε3$ is a Student residual error term. Equation (5) is a regression with heteroskedastic noise to account for possible outliers, or extreme observations, when evaluating the relationship between MODIS and in situ fluorescence. To make robust inferences, the parameter $ν$, that is the degrees of freedom of the Student distribution, was estimated from the data (with a Gamma (shape = 2, scale = 4) prior for $ν$). All data points available and corresponding to a match between chl a provided by MODIS and the fluorometer for a given tag were used in estimating $β_j$. 
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Table 1. Details of the 23 CTD-fluo tags deployments. Deployment date, Sampling period, number of fluoro-profiles obtained, and correction coefficient applied to each tag.

<table>
<thead>
<tr>
<th>Deployment number</th>
<th>CTD-Fluo number</th>
<th>Deployment date</th>
<th>End transmission</th>
<th>number of fluorescence profiles collected</th>
<th>number of fluorescence profiles usable</th>
<th>Daylight hours profile</th>
<th>night hours profile</th>
<th>nb of saturated profile</th>
<th>nb of quenching corrected profile</th>
<th>nb prof flag 1 offset profile</th>
<th>nb of prof flag 2 Offset profile</th>
<th>Mean offset (predeployment sea test)</th>
</tr>
</thead>
<tbody>
<tr>
<td>FT01</td>
<td>FT02</td>
<td>FT03</td>
<td>FT04</td>
<td>FT05</td>
<td>FT06</td>
<td>FT07</td>
<td>FT08</td>
<td>FT09</td>
<td>FT10</td>
<td>FT11</td>
<td>FT12</td>
<td>FT13</td>
</tr>
</tbody>
</table>

Combining Eqs. (2) and (3) yields:

\[
\text{HPLC} \ [\text{chl} \alpha] = \delta \cdot \text{Fluo[reference]} = \delta \cdot \alpha j \cdot \text{Fluo} - \text{Offset (j)}
\]

where \(\delta \cdot \alpha j\) is a tag specific calibration coefficient allowing to predict HPLC \([\text{chl} \alpha]\) from in situ fluorescence. Combining Eqs. (5) and (6) further yields:

\[
\text{HPLC} \ [\text{chl} \alpha] = \delta \cdot \alpha j \cdot \beta j \cdot \text{MODIS}
\]

which allows us to predict for each tag the likely value of HPLC \([\text{chl} \alpha]\) from MODIS measurement.

3 Results

3.1 At-sea trials prior to deployment

The at-sea testing previous to deployment revealed two types of issues which were tag’s fluorometer dependant: (1) a fluorescence offset was, therefore, an instrument-specific clean water background, equivalent to the lowest values observed in the deepest part of the fluorescence profiles was subtracted from the raw fluorescence values; (2) for offset-corrected fluorescence profiles, differences between tags in the absolute amount of fluorescence were detected.

The variability of the fluorescence offset for a given tag was one order of magnitude smaller than the offset differences between tags (Table 1). The mean fluorescent offset for the tested tags during the BOUSSOLE cruise was 0.24 ± 0.05 μg L⁻¹ (range 0.16–0.33, n = 14). For a given tag, the standard deviation of inter-cast fluorescent offset ranged from (0.0007 to 0.0620, mean = 0.0148 μg L⁻¹).

3.1.1 Tag’s fluorometer intercalibration

The multiple cast performed during the at-sea test prior to ft03, ft04 and ft06 deployments allowed assessing the intra tag-flurometer variability. This variability ranged from to a minimum of 0.03 % to a maximum of 5.61 % with a mean of 2.08 ± 1.84 %. However, the difference between fluorometers was one order of magnitude larger than the within fluorometer variability and one fluorometer provided fluorescence values which were on average 2.61 time higher than the minimal values. The mean inter-flurometer variation in fluorescence values was 69 % (range 0.005 to 261 %).

On average \(\alpha j\) indicated that the tested fluorometers provided \([\text{chl} \alpha]\) 4 times greater (i.e., \(0.24^{-1}\)) than the reference fluorometer.

3.1.2 Reference fluorometer-HPLC relationship

Over the 2002–2009 period, HPLC values were found to be linearly related to the \(\text{chl} \alpha\) estimates provided by the reference fluorometer. \(\delta\) was estimated to be 2.53 (i.e., \(\text{chl} \alpha\) concentration provided by HPLC were found to be 2.53 higher than those estimated from the reference fluorometer (Fig. 3, Table 1). The tag fluorometers provided \(\text{chl} \alpha\) concentration...
which were on average 1.64 time greater than chl a concentration provided by concomitant HPLC measurements.

3.2 Post deployment data

From December 2007 to July 2010, a total of 27 SES, were fitted tags, of which 23 provided usable fluorescence data (Table 1). The 23 SES tracks provided a broad geographic and seasonal coverage ranging from Antarctic to subtropical waters, but with most individuals concentrating east of Kerguelen Island within the Kerguelen plume (Fig. 4). A total of 4662 fluorescence profiles were transmitted, but 1274 of them either incomplete, with constant values or presenting obvious anomalies were discarded (i.e., 27 %). Among the remaining 3388 profiles 1776 were collected during the day and 1612 at night and year round (Fig. 5). The summary of the different profiles and flagging situation are provided in Table 1. This dataset (doi:10.7491/MEMO.1) is freely available at http://www.cebc.cnrs.fr/ecomm/Fr_ecomm/ecomm_memoOcfid.html.

524 profiles exhibited saturated fluorescence values (i.e., 18 %) and were excluded for the comparison with the corresponding weekly chl a MODIS data. However, due to heavy cloud cover only 884 surface values of CTD-fluo profiles (i.e., 30.9 %) could be matched with the weekly MODIS data, and 126 with the MODIS data collected on the same day (i.e., 4.4 %).

Among these 23 tags deployed on SES, 8 were recovered when SES came back onshore after at sea periods ranging between 3 to 8 months. At recovery the optical face of Cyclops 7 was clean with no bio-fouling most likely because elephant seals are typically deep divers spending very short periods within the euphotic zone. Furthermore, they spent most time at low temperatures.

On the 3388 fluorescence profiles, 40 % exhibited day time fluorescence quenching (i.e., 70 % of daytime profiles – Table 1). Therefore these profiles were corrected according to the procedure proposed by Xing et al. (2012). The recovery of fluorescence from quenching is obvious when we compare day profiles with night profiles obtained for the same location at the same date (Fig. 6). Individual seal collected chla transects along their track monitoring latitudinal/longitudinal changes for a given time period as well as seasonal change within a given area (Fig. 7).

As quenching could only be corrected in well mixed water and not in stratified ones, we were (1) unable to proceed to quenching correction of fluorescence profiles in 283 profiles (i.e., about 16 % of daytime profiles) and therefore unable to assess properly deep maximum fluorescence for these daytime fluorescence profiles. To address this question we only used the 1612 night time profiles. Among those 352 had a maximum value at surface, while 742 exhibited a maximum deeper than 30 m. However, the vast majority the maxima was not exceeding the surface values by more than 30 % (i.e., 1423 profiles). Only 148 night profiles (i.e., 9 % of the total number of night profiles) had a deep maximum exceeding 30 % of the surface value (maximum: 180 %). The depth class distribution of the maxima values exceeding 30 % of the surface value are shown in Fig. 8 and exhibit a clear bimodal distribution with a 30–40 m and a 70–80 m modes.

No obvious spatial structuring in the distribution of these profiles could be identified through the range of the SES.

Deep offset and quenching corrected surface fluorescence values provided by intercalibrated tags according to the reference fluorometer (ft03, ft04 and ft06) were related to the corresponding MODIS chl a value along SES tracks. This relationship was implemented within the Bayesian framework to correct tag fluorescence values for which no at-sea test was performed previous to the deployment. For the ft02 deployment the proportionality found between tags, all tested simultaneously at sea was used. Following the Bayesian procedure previously described the correction coefficients (δ·α·j, mean value) applied to each tag were calculated and are given in Table 2.

The surface [chl a] values derivated from by offset and quenching corrected profiles were found to be related to the 8-day-9 km MODIS chl a values. On average MODIS values were 3.04 times (βj, range: 1.90–8.74) lower than the corresponding tag fluorometer, and we found that on average, MODIS tended to underestimate HPLC related [chl a] by a mean 1.99 (δ·α·j·βj, range: 1.04–3.21) factor compared to the in situ estimates provided by the inter-calibrated fluorescence tag (Table 2, Fig. 9). The variability of βj (i.e., the Flurometer/MODIS relationship) was on average larger than the inter-fluorometer one, suggesting that a large part of the error is likely due to the poor relationship found between [chl a] provided by individual fluorometers and MODIS. However, this work emphasises that despite the fact that all
the fluorometers were identical, nevertheless some large differences could be observed between fluorometers with $\alpha_j$ ranging between 0.11 and 0.36 (mean: 0.24) and those differences in themselves require those fluorometers to be intercorrected between each other. For the SO total absence of chl $a$ was never detected by MODIS with the lowest value observed of 0.06 $\mu$g L$^{-1}$ in our case, while in situ fluorescence measurements suggest that total absence ($\pm 0.025$ $\mu$g L$^{-1}$, i.e., the detection limit of the Cyclops 7 fluorometer) of chl $a$ can be observed.

4 Discussion and conclusion

The fluorescence profiles collected by the SES within the SO, provides 3-D information on otherwise poorly sampled area such as the Antarctic sea-ice zone, an area were the ocean satellites are blinded by sea-ice and/or cloud cover. SES provided an unequalled dataset of fluorescence profiles associated with temperature and salinity measurements (i.e., density) for a broad sector of the Indian part of the SO and this dataset represents a significant contribution in to understanding of the seasonal variation of phytoplankton biomass.

The significant contribution of this study was to propose a detailed and step-by-step procedure to intercalibrate the fluorometer to provide consistent chl $a$ estimates. To summarise the first step requires the correction of the deep fluorescence offset, the second step requires to have at least a common reference fluorometer between the performed tests. The third step, i.e., to proceed to the HPLC calibration, requires eliminating quenching affected fluorescence surface values obtained during daytime or better to perform night fluorescence profiles. Furthermore, we suggest that this HPLC intercalibration should not to be performed on a profile-to-profile basis, but instead according to the fluorescence/chl $a$ relationship established from multiple at-sea tests. We found, in this study, that while the fluorescence-HPLC chl $a$ relationship can vary from one at-sea test to the other, however,
the long-term relationship established over several years and encompassing numerous at-sea test exhibit a very good linear relationship (Fig. 3). Therefore, we suggest using this global relationship to transform the inter-calibrated fluorescence values provided by the fluorometers to an actual estimation of [chl $a$] value. In a last step when there are sufficient surface fluorescence measurements coinciding with MODIS one, MODIS data can be used as a common but weak relative (not absolute) reference between fluorometers as many issues are affecting the quality of the relationship: low number of corresponding values, a poor temporal and spatial correspondence when using 9 km weekly data.

Due to logistical constraints, all the inter-calibrations were performed form at-sea test conducted in the north-west Mediterranean Sea. This could result in some differences in the absolute amount of chl $a$ estimated from fluorescence data in the SO and this point should be investigated in greater details in future studies. This procedure, nevertheless, presents the major advantage of producing a dataset in which all fluorometers are inter-calibrated with each other. Furthermore the long-term relationship established between the reference fluorometer and HPLC in the north-west Mediterranean Sea is likely to be robust as it was established over a broad range of years and seasons encompassing different phytoplankton assemblages.

One important result of this study was to show that MODIS may underestimate surface [chl $a$] compared to in situ measurements provided by the inter-calibrated fluorometers (Fig. 9). In situ chl $a$ concentration provided by the fluorometer was correlated with the MODIS, but data points were highly dispersed. This is not surprising due to the low spatial and temporal resolution of the MODIS data used to investigate this relationship while surface values collected by the tags were associated with a unique location within that 9×9 km sector and, therefore, small scale variation which can be measured by the fluorometer are likely to be overlooked by the 9×9 km MODIS and weekly data.

This finding is consistent with several studies showing that standard satellite ocean colour algorithms tend to underestimate chl $a$ concentrations in the SO compared to in situ
HPLC measurement or from calibrated fluorometer (Mitchell and Holm-Hansen, 1991; Dierssen and Smith, 2000; Holm-Hansen et al., 2004; Garcia et al., 2005) with standard algorithms typically underestimating chl $a$ by 2–3 times (Kahru and Mitchell, 2010) which is consistent with our study, and up to 5 times (Dierssen, 2010). These errors are typically transferred to the estimates of primary production and carbon fluxes.

Therefore, we are confident that the current MODIS data underestimate by a large extent the in situ [chl $a$]. In our study the MODIS underestimation was found over the whole study area and, therefore, encompassed a broad range of phytoplankton assemblage. But future studies should investigate in greater details if the relationships between chl $a$ surface concentration estimated from in situ fluorescence measurements and MODIS do vary according to the biogeographic regions of the SO visited by the SES. Furthermore, the in situ chl $a$/MODIS relationship is characterised by an intercept which is different from 0. A recent study reveals that within the SO the current ocean colour algorithms significantly underestimate and overestimate chl $a$ at high and low concentrations, respectively (Johnson et al., 2013).

Global estimates of ocean primary production are now based on satellite Ocean Colour data (Longhurst et al., 1995; Antoine et al., 1996; Behrenfeld and Falkowski, 1997; Behrenfeld et al., 2005). Time series have been built, from which climate-relevant trends can be extracted (Antoine et al., 2005; Polovina et al., 2008; Martinez et al., 2009). In situ and satellite data are highly complementary. Whereas in situ data extend the satellite information into the ocean interior (unseen by the remote sensor) and provide indispensable sea truth data, satellite provides the synoptic coverage.

We also found that when taking into account the quenching effect, deep maxima chl $a$ concentration exceeding 30% of the surface value were found only in 9% of the night profiles. According to this result the decoupling of surface and deep phytoplankton biomass observed for only 9% of the profiles is unlikely to be a major issue when estimating primary production from surface data. However, the real issue is the quenching effect observed during daylight hours and requiring to be properly dealt with (Xing et al., 2012).

Models can only provide useful answers if there are sufficient data to constrain the underlying processes and validate the model output. New approaches to assimilate biological and chemical data into these models are advancing rapidly (Brasseur et al., 2009). Notably, the progressive integration of biogeochemical variables in the next generation of operational oceanography systems is one of the long-term objectives of the GODAE OceanView international programme. Nevertheless, and in view of refining these models for improving their representativeness and predictive capabilities, the datasets currently available remain too scarce. There is an obvious and imperative need to reinforce biological and biogeochemical data acquisition and to organise databases and SES equipped with CTD-Fluo SRDL tags are contributing efficiently to this need.

In situ acquisition of fluorescence data by SES represents a significant contribution to the observation of biogeochemical and ecosystem variables within this undersampled Ocean. These new data implemented in tight synergy with two other essential bricks of an integrated ocean observation system: modelling and satellite observation should represent a significant contribution towards the resolution of important scientific questions relative to the overall phytoplankton biomass and primary production and ultimately changes in carbon fluxes within the SO in relation to climate variability and longer term changes.

**Figure 8.** Depth distribution of chl $a$ maxima exceeding 30% of the surface values.

**Figure 9.** Relationship between the offset, quenching corrected HPLC inter-calibrated fluorometers with the corresponding 9 km weekly MODIS data. Both regressions with (in red) and without (in black) intercept are presented.

Supplementary material related to this article is available online at: http://www.earth-syst-sci-data.net/5/15/2013/essd-5-15-2013-supplement.zip.
Table 2. Correction coefficient calculated for each fluorometer tag (see methods for details). The bold values refer to the correction coefficient applied to the corresponding fluorometer tag, to estimate [chl a].

<table>
<thead>
<tr>
<th>Deployment number</th>
<th>CTD-Fluo SRDL number</th>
<th>Mean αj</th>
<th>Mean βj</th>
<th>Mean δαj</th>
<th>Mean δαjβj</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Lower</td>
<td>Upper</td>
<td>Lower</td>
<td>Upper</td>
</tr>
<tr>
<td>FT01</td>
<td>FT01 10863</td>
<td>0.26</td>
<td>0.13</td>
<td>0.46</td>
<td>2.96</td>
</tr>
<tr>
<td></td>
<td>FT02 10946</td>
<td>0.24</td>
<td>0.12</td>
<td>0.45</td>
<td>4.74</td>
</tr>
<tr>
<td></td>
<td>FT02 11034</td>
<td>0.23</td>
<td>0.18</td>
<td>0.50</td>
<td>2.08</td>
</tr>
<tr>
<td></td>
<td>FT02 11035</td>
<td>0.28</td>
<td>0.17</td>
<td>0.42</td>
<td>1.90</td>
</tr>
<tr>
<td></td>
<td>FT02 11039</td>
<td>0.25</td>
<td>0.14</td>
<td>0.39</td>
<td>8.74</td>
</tr>
<tr>
<td></td>
<td>FT02 11040</td>
<td>0.24</td>
<td>0.14</td>
<td>0.35</td>
<td>3.49</td>
</tr>
<tr>
<td></td>
<td>FT02 11042</td>
<td>0.19</td>
<td>0.12</td>
<td>0.27</td>
<td>3.50</td>
</tr>
<tr>
<td></td>
<td>FT02 11044</td>
<td>0.22</td>
<td>0.14</td>
<td>0.32</td>
<td>1.81</td>
</tr>
<tr>
<td></td>
<td>FT03 11038</td>
<td>0.15</td>
<td>0.10</td>
<td>0.12</td>
<td>3.58</td>
</tr>
<tr>
<td></td>
<td>FT03 11259</td>
<td>0.23</td>
<td>0.21</td>
<td>0.26</td>
<td>2.42</td>
</tr>
<tr>
<td></td>
<td>FT03 11260</td>
<td>0.22</td>
<td>0.19</td>
<td>0.24</td>
<td>2.07</td>
</tr>
<tr>
<td></td>
<td>FT03 11262</td>
<td>0.22</td>
<td>0.19</td>
<td>0.25</td>
<td>3.79</td>
</tr>
<tr>
<td></td>
<td>FT03 11263</td>
<td>0.27</td>
<td>0.23</td>
<td>0.30</td>
<td>2.29</td>
</tr>
<tr>
<td></td>
<td>FT04 11042</td>
<td>0.30</td>
<td>0.22</td>
<td>0.38</td>
<td>3.42</td>
</tr>
<tr>
<td></td>
<td>FT04 11044</td>
<td>0.35</td>
<td>0.26</td>
<td>0.45</td>
<td>2.61</td>
</tr>
<tr>
<td></td>
<td>FT04 11046</td>
<td>0.24</td>
<td>0.18</td>
<td>0.30</td>
<td>2.39</td>
</tr>
<tr>
<td></td>
<td>FT04 11404</td>
<td>0.25</td>
<td>0.19</td>
<td>0.31</td>
<td>5.07</td>
</tr>
<tr>
<td></td>
<td>FT04 11432</td>
<td>0.24</td>
<td>0.18</td>
<td>0.31</td>
<td>2.83</td>
</tr>
<tr>
<td></td>
<td>FT06 10946</td>
<td>0.24</td>
<td>0.12</td>
<td>0.45</td>
<td>4.06</td>
</tr>
<tr>
<td></td>
<td>FT06 11035</td>
<td>0.36</td>
<td>0.32</td>
<td>0.39</td>
<td>3.11</td>
</tr>
<tr>
<td></td>
<td>FT06 11038</td>
<td>0.25</td>
<td>0.12</td>
<td>0.46</td>
<td>4.24</td>
</tr>
<tr>
<td></td>
<td>FT06 11262</td>
<td>0.36</td>
<td>0.32</td>
<td>0.39</td>
<td>2.72</td>
</tr>
<tr>
<td></td>
<td>FT06 11263</td>
<td>0.21</td>
<td>0.19</td>
<td>0.23</td>
<td>1.95</td>
</tr>
</tbody>
</table>

Mean: 0.24 ± 0.20, 0.29 ± 0.82, 0.99 ± 2.33
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